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ABSTRACT

Graph Machine Learning is essential for understanding and analyz-
ing relational data. However, privacy-sensitive applications demand
the ability to efficiently remove sensitive information from trained
graph neural networks (GNNs), avoiding the unnecessary time and
space overhead caused by retraining models from scratch. To ad-
dress this issue, Graph Unlearning (GU) has emerged as a critical so-
lution, with the potential to support dynamic graph updates in data
management systems and enable scalable unlearning in distributed
data systems while ensuring privacy compliance. Unlike machine
unlearning in computer vision or other fields, GU faces unique
difficulties due to the non-Euclidean nature of graph data and the
recursive message-passing mechanism of GNNs. Additionally, the
diversity of downstream tasks and the complexity of unlearning
requests further amplify these challenges. Despite the proliferation
of diverse GU strategies, the absence of a benchmark providing fair
comparisons for GU, and the limited flexibility in combining down-
stream tasks and unlearning requests, have yielded inconsistencies
in evaluations, hindering the development of this domain. To fill
this gap, we present OpenGU, the first GU benchmark, where 16
SOTA GU algorithms and 37 multi-domain datasets are integrated,
enabling various downstream tasks with 13 GNN backbones when
responding to flexible unlearning requests. Based on this unified
benchmark framework, we are able to provide a comprehensive
and fair evaluation for GU. Through extensive experimentation,
we have drawn 8 crucial conclusions about existing GU methods,
while also gaining valuable insights into their limitations, shedding
light on potential avenues for future research.
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1 INTRODUCTION

Graphs are versatile mathematical structures that represent com-
plex interactions and relationships between entities, offering an
abstract yet intuitive framework for modeling real-world systems.
In the context of database systems, graphs provide a powerful
means to represent and analyze relational data, enabling insights
into structured information. To effectively capture the rich and in-
terconnected information inherent in graph data, GNNs [24, 48, 63]
have emerged as transformative tools, achieving remarkable success
in optimizing database query performance [4, 6, 22, 59], enhancing
data management [2, 3], and supporting other fields such as social
networks [42, 72], recommendation systems [9, 31, 62], biological
networks [27, 55, 94] and data mining [35, 57].

Nowadays, the majority of machine learning paradigms are pri-
marily driven by data for the acquisition of knowledge, fundamen-
tally transforming decision-making processes across various fields
[5, 78, 92]. However, the indiscriminate use of data has intensified
the conflict between data rights and user privacy [46, 66, 73]. In
response to these pressing issues, a range of pioneering regulatory
frameworks has been proposed, including the European Union’s
General Data Protection Regulation (GDPR) [56], and the Califor-
nia Consumer Privacy Act (CCPA) [51] in California. Among these
regulations, one of the most critical and contentious provisions is
the right to be forgotten [38]. To technically align the effectiveness
of machine learning with data rights and privacy regulations, a
revolutionary frontier—machine unlearning [10, 79] has emerged.

Despite advances in traditional machine unlearning for indepen-
dently distributed data, the growing reliance on graph-structured
data in various fields like database systems and data mining high-
lights the significance of GU. As graphs underpin relational schemas
and mined patterns, GU enables selective removal of sensitive infor-
mation while preserving the integrity of analytical results. Unlike
other domains, removing specific information from a graph re-
quires not only deleting or modifying individual nodes or edges
but also needs to consider how these changes ripple through the
entire graph. In addition, GU is jointly determined by downstream
tasks and unlearning requests. Downstream tasks include node
classification, link prediction, and graph classification (See Sec. 2.2),
while unlearning requests span multiple levels, such as node, edge,
and feature (See Sec. 2.3). The interplay of these two aspects makes
GU even more complex. These challenges position GU as a par-
ticularly demanding area of research, requiring tailored solutions
for its structural complexities and task-specific needs. Recently, a
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variety of GU methods has surfaced, paving the way for more re-
sponsible and privacy-compliant graph learning through data-level
techniques, architectural changes, and parameter update strategies.

Though these GU strategies have made strides from various per-
spectives, there are still deficiencies in achieving unity: (1) Datasets:
The utilization of different datasets (i.e., domain and scale) and rigid-
ity of processing data regarding splitting and inference settings
make it difficult to analyze the results. (2) Backbones: The lack of
harmonization among GNN backbones between different methods
creates barriers for fair comparisons. (3) Experiments: Typically,
experiments are conducted on a single downstream task under
one type of unlearning request, which prevents cross-examining of
downstream tasks under different unlearning requests. Besides, the
varying configurations of unlearning requests and differing evalua-
tion metrics in existing methods lead to divergent interpretations in
experimental results. These challenges highlight the urgent need for
a standardized benchmark to establish a unified and comprehensive
understanding of the GU landscape.

To address the aforementioned challenges, we propose OpenGU
in this paper, to the best of our knowledge, the first comprehensive
benchmark specifically designed for graph unlearning. OpenGU
integrates 16 recently proposed SOTA algorithms and 37 multi-
domain datasets, enabling the flexible 3 X 3 combination of unlearn-
ing requests and downstream tasks. OpenGU implements these
components with unified APIs to address three types of unlearning
requests. Based on this design, we conduct an in-depth investiga-
tion of these GU algorithms, offering valuable insights in terms
of three dimensions: effectiveness, efficiency, and robustness. For
effectiveness, OpenGU provides a comprehensive evaluation in
two aspects: model updating and inference protection. We fairly
assess the forgetting ability for unlearning entities and the reason-
ing capability for retained data to determine whether the methods
achieve effective trade-off between forgetting and reasoning. For
efficiency, OpenGU provides insights into scalability by evaluat-
ing how well GU methods can handle increasing amounts of data
and more complex graph structures, showing their practical ap-
plicability in real-world scenarios. Furthermore, we analyze the
computational resources required by various graph unlearning
algorithms, focusing on time and space complexity from both the-
oretical and empirical perspectives. For robustness, we focus on
noise and sparsity scenarios in real-world applications, and delve
into the algorithms’ capacity to maintain performance stability and
integrity amid different unlearning intensities.

Our contributions. We propose OpenGU, the inaugural bench-
mark specifically tailored for GU domain. Our contributions are
outlined as follows: (1) Comprehensive Benchmark. OpenGU inte-

grates 16 SOTA algorithms and 37 popular multi-domain datasets,
establishing a thorough evaluation framework for a fair comparison.
Moreover, OpenGU expands and standardizes experimental task
requirements, encompassing unlearning requests and downstream
tasks, thereby facilitating a code-level implementation of 33 cross-
experiment configurations. (2) Analytical Insights. Through exten-
sive empirical experiments centered around algorithms’ forgetting
capability and reasoning capability, we conduct a thorough analy-
sis and summarize 8 key conclusions, envisioning our conclusions
as the catalyst for GU field. (3) Open-sourced Benchmark Library.

OpenGU is designed as an open-source benchmark library, provid-
ing researchers and practitioners with accessible tools and resources
for expanding the exploration of GU. Additionally, comprehensive
documentation and user-friendly interfaces foster collaboration
and innovation within the GU community. Our code is available at
https://github.com/bwfan-bit/OpenGU.

2 DEFINITIONS AND BACKGROUND

In this section, we will briefly review several key concepts and
definitions to better explain the fundamentals of GU. Generally,
we define a graph as G = (V, &, X), where V represents a set
of nodes with |V| = n, and & denotes the edge set containing
|&| = m edges. The feature matrix, X € R"*, represents the
feature vectors of all nodes, and d represents the dimension of
node features. We also define VY = {y1,yz, ..., yn} as the label set,
where each y; corresponds to the node v; € V in a one-to-one
manner. Apart from the aforementioned attributes, the graph is
also characterized by its adjacency matrix A € R"*", where each
element A;; indicates the edge between nodes i and j. Formally,
we define M as the original model trained on a complete graph
G or a graph dataset denoted as G = {G1, G2, ..., G.} with the
corresponding labels L = {I, o, ..., I }.

2.1 Graph Neural Networks

In this part, we mainly focus on Message Passing Neural Networks,
a widely adopted paradigm within GNNs for learning graph data.
These models leverage the structural properties of graphs to learn
node representations effectively. Broadly, such GNNs can be de-
fined through three key components: initialization, aggregation,
and update, offering a unified framework to capture relational de-
pendencies in graphs.

1.Initialization. To initialize node representations in a graph, each
node is typically assigned an embedding based on its features or
attributes. This process can be formalized as:

hy=x, YoeV. (1)

2.Aggregation. To capture information from the neighborhood

)

of node u, an aggregation function f, fgkq is applied to combine

the embeddings of N (u) from the previous iteration. Common ag-
gregators include permutation-invariant functions like sum, mean,
or max, ensuring that the aggregated result is independent of the
order of neighbors. This operation can be expressed as:
k k-1 k-1
my = fe D (Y0 € N(w)), )

3.Update. This process enables each node to refine its represen-

k-1
Sy
the neighborhood’s aggregated message. Specifically, the updated
embedding for node u is computed as follows:

tation using , which combines the node’s embedding and

k k- k- k-
m = fATD D miG . 3)

The combination of initialization, aggregation, and update func-
tions forms the foundation of GNNs. Through iterative refinement,
node embeddings progressively incorporate structural and feature
information from their local neighborhoods, enabling GNNs to
learn rich and expressive representations for downstream tasks.
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Figure 1: An overview of the OpenGU framework, illustrating the key components and methodologies involved in GU.

2.2 Downstream Tasks
Building upon the iterative process of node representation, the

resulting node embeddings h,gk) at the final iteration k serve as
the foundation for downstream tasks. These refined embeddings
are rich in information and capture both local and global graph
structures, making them highly suitable for various graph-based
prediction tasks. The downstream tasks typically involve node
classification, link prediction, and graph classification, each utilizing
these node embeddings in different ways.

Node classification aims to assign labels to individual nodes in the
graph based on their features and structural context. The learned
node representations hK) are fed into a classifier, often a fully
connected layer, to predict node labels. For instance, in financial
transaction networks, this task can help determine whether a given
transaction is fraudulent or not.

Link prediction seeks to predict the existence of edges between
nodes using their embeddings and graph structure. This is critical
in tasks like drug-drug interaction prediction in biomedical net-
works, where nodes represent drugs, and edges indicate known
interactions. Predicting potential edges can aid in discovering new
therapeutic drug combinations.

Graph classification predicts a label for an entire graph by ag-
gregating node embeddings hk) via a readout function fread (.8,
sum or mean). In chemical compound classification, each molecule
can be represented as a graph, where nodes correspond to atoms,
and edges represent chemical bonds. Graph classification can help
predict whether a molecule is toxic or not.

2.3 Unlearning Requests

When receiving unlearning request AG = {AV,AE, AX}, the re-
trained model M is trained from scratch on the pruned graph after
the deletion and the unlearning model M’ updates its parameters
from original W to W’ based on the unlearning algorithm. The goal
of GU is to minimize the discrepancy between M’ and M. Common
unlearning requests in graph unlearning typically fall into three cat-
egories: node-level AG = {AV, @, @}, edge-level AG = {2, A8, @},
and feature-level AG = {@, @, AX}.

Node unlearning targets the removal of individual nodes, facili-
tating the precise deletion of specific data points, such as individual
users or entities, while preserving the broader structure of the
graph. In social network platforms, if users (nodes) decide to delete
their accounts, node unlearning ensures that the model no longer
uses their interactions or behaviors to influence recommendations
or predictions, safeguarding user privacy. Edge unlearning, on the
other hand, targets the removal of relationships between nodes—an
approach essential for privacy-sensitive applications where certain
connections require erasure without altering node attributes. A key
application of edge unlearning is in financial fraud detection, where
certain transactional relationships (edges) between users may need
to be erased if they are identified as erroneous or compromised.
Feature unlearning, meanwhile, involves the elimination of specific
node features, facilitating controlled deletion of attribute-based
information linked to individual nodes. For example, in health-
care, sensitive medical attributes can be excluded to comply with
regulations while retaining the utility of remaining features.



Table 1: An overview of OpenGU.

Datasets
Type Homophily, Heterophily, Node, Edge, Graph

Domain Citation, Co-author, Social, Wiki, Image, Protein, Movie, ...

Preprocess Transductive/Inductive, Label-Balanced/Label-Random, Noise, Sparsity
GNN Algorithms

Decoupled SGC, SSGC, SIGN, APPNP

Sampling GraphSAGE, GraphSAINT, Cluster-gen
Traditional GCN, GCNII, LightGCN, GAT, GATv2, GIN

Mainstream GU Algorithms

Partition-based
IF-based
Learning-based

GraphFraser, GUIDE, GraphRevoker
GIF, CGU, CEU, GST, IDEA, ScaleGUN
GNNDelete, MEGU, SGU, D2DGN, GUKD

Evaluations

Attack
Effectiveness
Efficiency
Robustness
Unlearning Request
Downstream Task

Membership Inference Attack, Poisoning Attack
Accuracy, Precision, F1-score, AUC-ROC
Time, Memory, Theoretical Algorithm Complexity
Deletion Intensity, GU Scenario Noise and Sparsity
Node-level Request, Feature-level Request, Edge-level Request
Node Classification, Link Prediction, Graph Classification

2.4 GU Taxonomy

To provide a comprehensive understanding of GU, we categorize
existing methodologies into five types based on their operational
frameworks: (1) Partition-based algorithms, (2) Influence Function-
based (IF-based) unlearning algorithms, (3) Learning-based algo-
rithms, (4) Projection-based algorithms, and (5) Structure-based
algorithms. In Partition-based methods, GraphFEraser [15], GUIDE
[70], and GraphRevoker [89] draw inspiration from SISA [7] to
implement different partitioning strategies, enabling training and
unlearning on independent shards. In IF-based methods, GIF [75],
CGU [18], CEU [76], and others [26, 50, 86] leverage rigorous math-
ematical formulations to quantify the impact of data removal on
model, allowing for efficient model updates. In Learning-based al-
gorithms methods, GNNDelete [16], MEGU [43], SGU [], and others
[61, 83, 91] achieve a trade-off between forgetting and reasoning
with specialized loss functions. As for Projection-based algorithm,
Projector [21] adapts to unlearning by orthogonally projecting the
weights into a different subspace. Finally, Structure-based method
UtU [65] manipulate the graph structure directly without the ex-
tensive retraining or complex optimizations. This categorization
provides a structured landscape of GU, as illustrated in Figure 1.

3 BENCHMARK DESIGN

In this section, we present a comprehensive overview of OpenGU,
emphasizing the key aspects of the benchmark design, as outlined
in Table 1. First, we detail the datasets and the associated prepro-
cessing techniques (Sec. 3.1), followed by an examination of the
various GU methods (Sec. 3.2). Lastly, we outline the evaluation
metrics and experimental configurations (Sec. 3.3) that structure the
benchmarking process, offering the core principles and the holistic
view of our OpenGU framework.

3.1 Dataset Overview for OpenGU

GU scenarios are fundamentally data-driven, making the meticulous
selection of datasets indispensable for evaluating the GU strategies.
To assess GU methods for node or edge-related tasks, we have care-
fully selected 19 datasets [36]. Citation Networks include Cora, Cite-
seer, and PubMed [84], while Co-author Networks are represented
by CS and Physics [60]. Image Networks feature Flickr [88], while
E-commerce and Product Networks incorporate Photo, Computers
[60], ogbn-products [34], and Amazon-ratings [53], capturing con-
sumer and product interactions. Scientific Networks leverage DBLP
[87] and ogbn-arxiv [34] to reflect publication patterns. To further
broaden the scope, we add Squirrel and Chameleon [52], reflect-
ing webpage networks; Actor [52], focusing on film connections;
and digital engagement data such as Minesweeper [53] for online
gaming, and Tolokers [53], from a crowdsourcing platform where
edges signify task collaborations. Additionally, historical and social
Q&A contexts are represented by Roman-empire and Questions
[53], respectively, enriching our dataset diversity.

Considering the scenario of graph classification tasks, OpenGU
includes 18 datasets spanning various domains, Specifically, the
compounds networks (MUTAG, PTC-MR, BZR, COX2, DHFR, AIDS,
NCI1, ogbg-molhiv and ogbg-molpcba) [23, 33, 34, 58, 64, 69], focus
on molecular structures and chemical properties; the protein net-
works (ENZYMES, DD, PROTEINS and ogbg-ppa) [11, 25, 32, 34] are
concerned with biology data; the movie networks (IMDB-BINARY,
IMDB-MULTI) [82] and collaboration networks (COLLAB) [39]
pertain to social media and community structures; additionally,
ShapeNet [85] and MNISTSuperPixels [49] represent tasks related
to 3D shapes and image superpixels. To provide a clearer under-
standing of the datasets, a detailed overview is showed in Tables 2
and 3 and further details about datasets can be found in [1] (A.1).



Table 2: Statistical Overview of Datasets for Node and Edge-Level Tasks in OpenGU Benchmark.

Datasets Nodes Edges Features Classes Type Description
Cora 2,708 5,278 1,433 7 Homophily Citation Network
Citeseer 3,327 4,732 3,703 6 Homophily Citation Network
PubMed 19,717 44,338 500 3 Homophily Citation Network
DBLP 17,716 52,867 1,639 4 Heterophily Citation Network
ogbn-arxiv 169,343 1,166,243 128 40 Homophily Citation Network
CS 18,333 81,894 6,805 15 Homophily Co-author Network
Physics 34,493 247,962 8,415 5 Homophily Co-author Network
Photo 7,487 119,043 745 8 Homophily Co-purchasing Network
Computers 13,381 245,778 767 10 Homophily Co-purchasing Network
ogbn-products 2,449,029 61,859,140 100 47 Homophily Co-purchasing Network
Chameleon 2,277 36,101 2,325 5 Heterophily Wiki-page Network
Squirrel 5,201 216,933 2,089 5 Heterophily Wiki-page Network
Actor 7,600 29,926 931 5 Heterophily Actor Network
Minesweeper 10,000 39,402 7 2 Homophily Game Synthetic Network
Tolokers 11,758 519,000 10 2 Homophily Crowd-sourcing Network
Roman-empire 22,662 32,927 300 18 Heterophily Article Syntax Network
Amazon-ratings 24,492 93,050 300 5 Heterophily Rating Network
Questions 48,921 153,540 301 2 Homophily Social Network
Flickr 89,250 899,756 500 7 Heterophily Image Network

Table 3: Statistical Overview of Datasets for Graph-Level Tasks in OpenGU Benchmark.

Datasets Graphs Nodes Edges Features Classes Description
MUTAG 188 17.93 19.79 7 2 Compounds Network
PTC-MR 344 14.29 14.69 18 2 Compounds Network
BZR 405 35.75 38.36 56 2 Compounds Network
COX2 467 41.22 43.45 38 2 Compounds Network
DHFR 467 42.43 44.54 56 2 Compounds Network
AIDS 2,000 15.69 16.20 42 2 Compounds Network
NCI1 4,110 29.87 32.30 37 2 Compounds Network
ogbg-molhiv 41,127 25.50 27.50 9 2 Compounds Network
ogbg-molpcba 437,929 26.00 28.10 9 2 Compounds Network
ENZYMES 600 32.63 62.14 21 6 Protein Network
DD 1,178 284.32 715.66 89 2 Protein Network
PROTEINS 1,113 39.06 72.82 4 2 Protein Network
ogbg-ppa 158,100 243.40 2,266.10 4 37 Protein Network
IMDB-BINARY 1,000 19.77 96.53 degree 2 Movie Network
IMDB-MULTI 1,500 13.00 65.94 degree 3 Movie Network
COLLAB 5,000 74.49 2,457.78 degree 3 Collaboration Network
ShapeNet 16,881 2,616.20 KNN 3 50 Point Cloud Network
MNISTSuperPixels 70,000 75.00 1,393.03 1 10 Super-pixel Network

In terms of data preprocessing, our work introduces several key
enhancements to address existing limitations in splitting, inference,
and special scenes with noise or sparsity, making OpenGU more
adaptable and comprehensive. GU methods currently lack a unified
approach for dataset splitting: for instance, GraphEraser applies an
80%/20% training-test split, whereas GIF uses 90%/10%. Although
some datasets provide default splitting, these fixed ratios can limit
the flexibility needed for diverse experimentation. To achieve a
standardized and versatile splitting in OpenGU, we implemented
code that allows arbitrary dataset split ratios, enabling researchers

to customize splitting to suit their needs and experiment require-
ments. Furthermore, we introduce a preprocessing enhancement
that allows datasets to function under both transductive and in-
ductive inference scenarios. While some datasets are typically op-
timized for only one inference scenario, this additional flexibility
permits researchers to evaluate GU methods under both settings,
thus offering a broader evaluation of algorithm performance across
various inference contexts. Together, these contributions in data
preprocessing make OpenGU a powerful benchmark framework
for comprehensive and adaptable GU method assessment.



3.2 Algorithm Framework for OpenGU

GNN Backbones. To evaluate the generalizability of GU algo-
rithms, we incorporate three predominant paradigms of GNNs
within our benchmark: traditional GNNs, sampling GNNs, and
decoupled GNNs. For the traditional GNNs, we implement widely-
recognized models such as GCN [36], GAT [68], GIN [80] and others
[8, 13, 31]. Sampling GNNs include GraphSAGE [30], GraphSAINT
[88] and Cluster-gen [17]. Additionally, to accommodate GU meth-
ods which rely on linear-GNN, we further incorporate scalable,
decoupled GNN models into the benchmark, specifically SGC [74],
SSGC [93], SIGN [28] and APPNP [37]. These models offer scalabil-
ity advantages and efficient decoupling for handling larger datasets
and supporting diverse GU methods. More detailed descriptions of
these GNN backbones are provided in [1] (A.2).

GU Algorithms. For GU algorithms, our framework encompasses
16 methods, each meticulously reproduced based on source code or
detailed descriptions in the relevant publications. The detailed de-
scriptions can be found in [1] (A.3). Moreover, we deliver a unified
interface for GU methods, merging them under a cohesive API to
facilitate easier access, experimentation, and future expansion. By
standardizing these methods within OpenGU, we provide a stream-
lined and highly efficient platform for researchers and practitioners
to conduct robust, reliable, and reproducible benchmarking studies.

3.3 Evaluation Strategy for OpenGU

To assess GU algorithms in diverse real-world scenarios, our bench-
mark evaluation spans three critical dimensions tailored to GU
contexts: effectiveness, efficiency, and robustness. Each dimension
includes tailored evaluation methods reflecting OpenGU’s mission
to serve as a flexible, high-standard benchmark.

Cross-over Design. In previous GU studies, node and feature
unlearning typically align with node classification tasks, while
edge unlearning is often evaluated in the context of link prediction.
However, real-world applications frequently demand the removal of
data in scenarios where unlearning requests and downstream tasks
intersect. To address this gap, we designed cross-task evaluations
in OpenGU, allowing us to measure GU algorithm performance
in more complex, realistic scenarios where different unlearning
types may apply across diverse downstream tasks. This approach
provides a comprehensive and practical evaluation framework to
assess the flexibility of GU algorithms in real-world applications.

Effectiveness. For the effectiveness of algorithms within OpenGU,
we conduct evaluations tailored to key downstream tasks while
specifically examining GU performance on retained data. We lever-
age Fl-score, AUC-ROC, and Accuracy to evaluate the model’s
predictive performance at the node, edge, and graph levels, respec-
tively. To evaluate unlearning effects more rigorously, we incorpo-
rate membership inference attack (MIA) and poisoning attack (PA).
MIA examines whether specific nodes are in the training set, with
an AUC-ROC close to 0.5 indicating effective unlearning. Poisoning
attack, on the other hand, degrades model predictions by introduc-
ing mismatched edges. Improved link prediction after removing
these edges validates the algorithm’s ability to erase unwanted
relationships effectively. This multi-faceted approach provides a
thorough assessment of GU effectiveness, ensuring comprehensive
evaluation of both retained and unlearned information. Detailed
explanation of metrics and attacks is provided in [1] (A.4 and A.5).

Efficiency. In evaluating the efficiency of GU algorithms in
OpenGU, we focus on scalability, time complexity, and space com-
plexity. Scalability assesses each method’s adaptability to different
dataset sizes, offering insight into performance stability across vary-
ing graph scales. Time complexity analysis includes both theoretical
and empirical evaluation to understand computational demands.
For space complexity, we examine memory efficiency by measuring
peak memory usage and storage requirements during unlearning,
determining which algorithms are viable in resource-limited envi-
ronments. Together, these metrics provide a comprehensive view
of each method’s suitability for real-time and scalable deployment.

Robustness. To evaluate the robustness of GU algorithms in
OpenGU, we systematically examine model performance under
varying levels of deletion intensity, noise and sparsity. This in-
volves assessing how different proportions of data perturbation
affect the model’s predictive capabilities. Robust GU algorithms
should ideally demonstrate minimal performance degradation as
deletion intensity increases, reflecting strong resilience in main-
taining effective predictions for retained entities.

4 EXPERIMENTS AND ANALYSES

In this section, we delve into a series of targeted experiments de-
signed to rigorously evaluate the effectiveness, efficiency, and ro-
bustness of GU algorithms within OpenGU. By posing key ques-
tions, we aim to uncover insights into how these algorithms respond
to diverse unlearning scenarios, data complexities, and practical
deployment challenges, ultimately providing a comprehensive un-
derstanding of their efficacy. More detailed information about the
experimental setting is presented in [1] (A.6).

For effectiveness, Q1: How effective are GU algorithms in pre-
dicting retained data under different unlearning requests? Q2: Do
existing GU strategies achieve forgetting in response to unlearn-
ing requests? Q3: Do current GU algorithms effectively balance
the trade-off between forgetting and reasoning? For efficiency,Q4:
How do GU algorithms perform in terms of space and time complex-
ity theoretically? Q5: How do the GU algorithms perform regarding
space and time consumption in practical scenarios? For robust-
ness, Q6: As the intensity of forgetting requests increases, can the
GU algorithms still maintain their original performance levels? Q7:
How do GU algorithms perform under sparse and noisy settings?

4.1 Reasoning Performance Comparison

To address Q1, we conducted a comprehensive comparison and
analysis of existing GU methods across three representative combi-
nations of downstream tasks and unlearning requests. For clarity,
we denote these combinations as downstream task-unlearning re-
quest (e.g. node-node). In the subsequent sections, we will conduct
an in-depth comparison and analysis of GU algorithms centered
around a meticulously designed experimental setup, ultimately
deriving insightful conclusions.

Previous studies on GU have often employed varying dataset
splits, different GNN backbones, and inconsistent unlearning re-
quest configurations, hindering direct comparisons between differ-
ent methods. To begin with, we outline the unified experimental
setup employed in our study. We design tasks across three levels (i,e,
node, edge, and graph) using datasets split into 80% for training and



Table 4: F1-score + STD comparison(%) under the standard setting of transductive node classification task with node unlearning

request. The highest results are highlighted in bold , while the second-highest results are marked with underline .

Node-Level Cora Citeseer PubMed ogbn-arxiv Cs Flickr Chameleon Minesweeper Tolokers
GraphEraser 81.14+100 73.57+125  84.68+054 62.72+0.18 91.24+008  46.93+0.14 45.18+1.46 80.45+0.08 78.36+030
GUIDE 73.89+218  63.50x071  84.02+0.15 OOM 86.96+0.15 OOM 43.37+0.04 44.71+0.00 44.11x0.00
GraphRevoker  81.09:163  73.45x061  84.94x0.14 62.72+0.18 91.26x010  46.91x0.14 44.87+1.72 80.44=x0.12 78.36=+030
GIF 81.75+1.09  62.58+0.67  78.60+0.22 65.52+0.17 91.87+0.22  47.56+0.12 55.09=+1.23 77.83+0.09 78.44+0.10
CGU 86.37+078  75.62+041  76.07+0.15 O0T O0T Oo0oT 35.83+0.74 80.85+0.00 78.91+1.49
ScaleGUN 78.82+014  73.42+013  77.88+0.02 43.01 +0.01 91.44+009  32.95+0.03 49.61+058 44.10=+0.00 59.31+0.00
IDEA 87.71x025  63.66+049  80.44+0.13 64.22+0.17 89.47+022  42.01=x0.04 52.89+0.80 77.93+0.04 78.72+0.15
CEU 87.12+0.07  71.56+015 86.91+0.06 57.80+0.83 92.23+007  49.47+0.19 61.89+0.54 81.05=+0.04 78.72+0.03
GNNDelete 74.78+549  64.26+382  84.82+136 OOM 76.26+273  42.03+0.00 54.43+1.87 81.04+0.19 79.12+0.16
MEGU 82.68+156  63.60+1.11  79.68+0.60 66.15+0.29 91.69+008  47.97+013 53.82+1.68 77.64+0.02 79.29+0.10
SGU 89.26+049 72.04+1.70  86.61+0.02 67.20=+0.08 93.20+0.07 48.70+0.21 60.18+0.26 81.11+0.02 79.18+0.04
D2DGN 88.41+020 73.81x0.28 86.06+0.05 66.08+0.18 92.99+0.03  48.01=+0.03 53.25=+0.70 81.19+0.04 79.18=0.05
GUKD 79.65+198  70.63+093  83.37+0.60 OOM 75.04+082  42.03+0.04 36.62+2.12 80.89+0.04 78.91+0.00
Projector 86.79+237  77.00+0.65 83.97x0.30 OO0T 88.40+0.63 OO0T 43.29+1.17 80.85:0.00 78.91+0.00

20% for testing. For unlearning requests, 10% of nodes and edges are
selected for removal, while in the graph-feature experiments, we
randomly select half of the training graphs and set 10% of their node
features to zero vectors. Regarding backbone selection, we leverage
SGC as a representative of decoupled GNNs for the node-node task,
the classic sampling-based GraphSAGE for the edge-edge task, and
the prevalent GCN for the graph-feature task. These tasks corre-
spond to widely used evaluation metrics: F1-score, AUC-ROC, and
ACC, respectively. For each GU method and dataset, we report the
mean performance and standard deviation over 10 runs, ensuring
consistency and reliability in the evaluation.

Node-Node Experiment. Most existing GU methods are eval-
uated primarily on node classification tasks. Leveraging the fair
comparison environment provided by OpenGU, we evaluate 14 GU
methods across 9 datasets, with the results presented in Table 4.
Our analysis reveals several key observations: (1) The best and
second-best results are predominantly achieved by Learning-based
methods, with SGU and D2DGN standing out. This indicates that
the targeted strategies and loss function designs in Learning-based
approaches effectively maintain SOTA performance for predicting
retained data. (2) On smaller, commonly used datasets such as Cora,
Citeseer, and PubMed, nearly all methods deliver relatively strong
performance. However, on larger datasets like ogbn-arxiv, several
methods, including CGU, GNNDelete, GUKD, and Projector, en-
counter challenges such as out-of-memory (OOM) or out-of-time
(OOT) issues, with CGU being particularly affected.

Edge-Edge Experiment. Upon reviewing previous work in the
field of GU, it is found that apart from methods specifically designed
for edge unlearning requests, such as GNNDelete and UtU, few
existing GU methods have been evaluated on link prediction as
a downstream task. This limitation prevents a fair assessment of

whether these methods are suitable for link prediction tasks and
edge unlearning requests. To address this gap, OpenGU extends
the existing collection of GU methods by adapting them for edge-
edge unlearning requests, offering a unified interface for seamless
implementation of edge-edge experiments.

We conducted experiments on 12 GU methods across 6 datasets.
Based on the results presented in Table 5, several key observations
can be drawn: (1) IF-based methods demonstrate exceptional per-
formance in edge-edge experiments, maintaining high accuracy
in link prediction after unlearning. Notably, GIF and IDEA stand
out, indicating that IF-based approaches exhibit strong generaliz-
ability to edge-edge tasks by leveraging influence functions. (2)
Partition-based methods face challenges in effectively addressing
link prediction tasks. This is primarily due to the inherent sparsity
of edges in most datasets, where partitioning further reduces the
number of meaningful edges, resulting in an even more limited set
of samples. (3) While Learning-based methods excel in node-node
scenarios, most of them fall significantly behind SOTA in edge-edge
settings. However, edge-specific methods like GNNDelete consis-
tently maintain high accuracy across all tested datasets.

Graph-Feature Experiment. In the current landscape of GU re-
search and OpenGU’s integration, GST is the only method proposed
to address the GU challenge in graph classification task, highlight-
ing a significant area for further exploration. Given the limited
availability of methods tailored to such problems, OpenGU extends
existing frameworks and GU strategies to enable graph unlearn-
ing in graph classification task, implementing four GU methods.
Among these, Partition-based approaches are adapted by extending
GraphEraser to the graph classification context, where K-means
clustering is used to partition graphs for unlearning. GIF and IDEA,
on the other hand, focus on leveraging influence functions to update



Table 5: AUC-ROC + STD comparison(%) under the setting of
inductive link prediction task with edge unlearning,.

Table 6: ACC + STD comparison(%) under the setting of graph
classification task with feature unlearning,.

Edge-Level Cora CiteSeer PubMed DBLP Physics Questions
GraphEraser 67.19+159  67.89+260  78.53+028  74.54x032  78.54x069  70.16:073
GUIDE 64.11+119  65.31+1.99  64.67+028  65.28x036  50.00x008  39.32:043
GraphRevoker ~ 76.39:118  76.00x160 87.732030  81.27x061 OOM OOM
GIF 84.58:1335 85.91+121 88.48+095 89.91:+149 88.43:228  85.71:021
ScaleGUN 78.78+012  74.62+031  77.89x002  73.21x004 91.27x00a  71.58z0.09
IDEA 84.34+141  85.41x045 88.63:107 92.64:010 83.96x0.15 85.75x0.20
GNNDelete 84.28+138  83.47x220 86.33x079  90.62+095  83.47x0.44 83.52x1.09
MEGU 62.42:086  69.83x035  57.79x077  51.60+023 51.21x014  85.79:025
SGU 78.85+108  78.85x096  77.02x023  74.55:x038 72.66+013  66.68x0.11
D2DGN 80.65x082  82.64x092 7890257 83.92x083  82.82x0.43 75.53+034
GUKD 56.43x121  62.21x700  62.21x709  78.49+191  76.52+479 78.83=0.98
Utu 80.76+172  82.60+129  86.99+088  85.95:x0.18  72.62+013  79.50x0.67

parameters at the graph level. However, learning-based methods
were not adapted as their unlearning strategies are not suitable for
graph classification tasks (e.g. lack of node class label).

We evaluate the performance of these 4 GU methods on 7 graph
datasets, with the results presented in Table 6. The findings reveal
that IF-based methods remain effective for graph classification
task, achieving commendable performance in most cases. While the
Partition-based approach is relatively straightforward, GraphEraser
shows competitive performance across these datasets. However,
GraphEraser faces challenges when applied to large-scale graph, as
evidenced by the OOM issue observed on the NCI1 dataset.

Through our exploration of Q1, we derive two key conclusions.
C1: Partition and IF-based methods demonstrate broad applicability to
most tasks, while Learning-based methods, Projector, and UtU are more
specialized, limiting their scalability and generalization [20, 90]. C2:
Learning-based methods excel in targeted tasks, often achieving SOTA
performance, while IF-based methods offer flexibility and maintain
competitiveness in more tasks [45].

4.2 Forgetting Performance Comparison

To address Q2, we evaluate whether GU algorithms effectively
forget the unlearning entity by employing commonly used attack
strategies in the GU domain, including Membership Inference At-
tack and Poisoning Attack. These assessments are conducted from
both node and edge perspectives to determine whether existing GU
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Figure 2: AUC-ROC + STD comparison under MIA for node-
node task with SGC backbone.

Graph-Level GraphEraser GST GIF IDEA

MUTAG 65.79+0.05 68.42+013  73.68+1.03  73.68x0.03
PTC-MR 53.04+034 55.07+076  60.29+217  60.58+2.13
BZR 73.33x0.19 74.07+051  75.31+3.02 73.33+4.18
COX2 90.21+0.76 88.30+046  88.51+124  87.87x159
DHRF 85.26+2.68 86.18+3.14  74.47+532  67.24+828
AIDS 93.30=0.10 90.90+020  98.40+0.12  98.50+0.32
NCI1 OOM 59.08+020  52.90+140  53.63+1.11

methods can genuinely prevent information leakage and protect
privacy. The basic experimental setup is the same as Q1.

In the node-node experiments, MIA is utilized to assess the ex-
tent to which GU algorithms protect model privacy. When the
AUC metric approaches 0.5, the predictions become nearly indis-
tinguishable from random guesses, signifying minimal information
leakage and thorough removal of sensitive data. To evaluate the
performance of various GU methods, we conducted extensive eval-
uations across multiple datasets and selected the Citeseer dataset as
a representative case for result presentation, as shown in Figure 2.
The results reveal that: For Partition-based methods, GraphEraser
underperforms with the BEKM partitioning strategy, while GUIDE
exhibits strong privacy protection when employing SR and Fast par-
titioning strategies. Among Learning-based methods, SGU, D2DGN,
and GNNDelete achieve AUC values close to 0.5, indicating their
effectiveness in addressing unlearning requests. Although IF-based
methods theoretically analyze and constrain the differences be-
tween the original and unlearned models, CGU still falls short of
the benchmark for complete unlearning, as evidenced by MIA.

In the edge-edge experiments, we utilized poisoning attack to
evaluate the performance of GU methods. Specifically, we selected
nodes from different classes and introduced 10% heterophilic edges,
designated as poisoned edges. Intuitively, the addition of these
edges disrupts the message-passing mechanism of GNNs, leading to
degraded performance on the link prediction task. These poisoned
edges are treated as anomalous data and targeted for removal during
unlearning. The effectiveness of unlearning is assessed based on the
changes in link prediction AUC; a more significant improvement
in prediction accuracy after unlearning indicates that the poisoned
edge information has been effectively removed.

1 Eraser GUIDE Revoker  [=7] SGU
GUKD GNNDelete GIF IDEA

=5 MEGU D2DGN
=50 SealeGUN

0.90 0.90

IF-based

Partition-based

Learning-based

Figure 3: AUC-ROC comparison under PA for edge-edge task
before and after unlearning with GraphSAGE backbone.
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Figure 4: Trade-off between forgetting and reasoning on Cora, Citeseer, PubMed and in Average performance.

Extensive experiments are conducted across various datasets.
Observations reveal that smaller datasets are more susceptible to
the effects of poisoned edges, resulting in more pronounced per-
formance changes. Consequently, we select the Cora dataset, a
relatively small dataset, for the presentation of results, as shown in
Table 3. For convenience, UtU is presented in IF-based. The find-
ings show that all Partition-based and IF-based methods achieve
an increase in AUC after unlearning, demonstrating their capa-
bility to address edge-level unlearning requests in link prediction
tasks. Among these, GIF and IDEA stand out by not only effec-
tively removing the harmful edges but also achieving high AUC
scores, underscoring their robustness. On the other hand, among the
Learning-based methods, only GNNDelete successfully handles the
removal of poisoned edges during unlearning, achieving a notably
high AUC. Other Learning-based approaches exhibit varying levels
of performance decline, suggesting that the unlearning process
might inadvertently affect critical information. This highlights the
significant challenges Learning-based methods face in effectively
addressing such scenarios while maintaining model integrity.

Based on our analysis of Q2, we draw the conclusion C3: Effec-
tiveness of privacy protection in GU methods is more dependent on
the strategy design than on the relational categories. There is still sig-
nificant potential for improvement in maintaining strong unlearning
performance across various scenarios [14, 41].

4.3 Trade-off between Forgetting and Reasoning

To address Q3, we synthesize the insights from the previous two
questions and adopt a unified perspective to analyze their inter-
play. Due to space constraints, we focus on the node classification
where most GU methods demonstrate strong performance, and
utilize SGC as the backbone for consistency across comparisons.
To provide a more comprehensive and precise evaluation of the
progress achieved by these methods, present the performance of
the GU algorithms on Cora, Citeseer, and PubMed respectively. Ad-
ditionally, we calculate the average performance of the algorithm
across nine datasets (consistent with Q1). The summarized results
are illustrated in Figure 4, offering a clear overview of the relative
performance of different methods in balancing forgetting and rea-
soning. The methods that are not shown in the figure indicate their
AUC exceeds the right boundary.

Given that the most reasonable result of MIA is 0.5, GU methods
which are positioned closer to the red centerline and higher up
on the graph exhibit superior overall performance. From a vertical

perspective, SGU, D2DGN, and CEU excel in reasoning capabilities,
whereas GUIDE performs relatively poorly in this regard. From
a horizontal perspective, except for CGU, which demonstrates an
AUC surpassing 0.6 under MIA, other methods cluster within the
range of 0.45 to 0.55. This also indicates the existence of phenomena
such as over-forgetting and under-forgetting. Among these, SGU,
D2DGN, GNNDelete, and GUIDE manifest robust forgetting capa-
bilities. Notably, while Projector achieves a reasoning performance
of approximately 0.68, its approach of projecting weight space into
distinct space inadvertently makes sensitive information more ac-
cessible to MIA attacks, resulting in an AUC exceeding 0.9. For this
reason, Projector is excluded from the comparative visualization.

Upon exploring Q3, we conclude that C4: Existing GU algo-
rithms still possess room for enhancement in balancing the trade-off
between forgetting and reasoning. The issues of under-forgetting and
over-forgetting constitute critical challenges that require further in-
vestigation to enhance the overall effectiveness [19, 47].

4.4 Algorithm Complexity Analyses

To answer Q4 about how the GU algorithms perform in terms of
time and space complexity, we analyze the time complexity from
the perspectives of preprocessing, training, unlearning, and infer-
ence. Since partition-based methods are unique, their partitioning
is included in the preprocessing, while aggregation is incorporated
into inference. Additionally, we provide a comprehensive summary
of the space complexity for all methods, encompassing the required
memory for model parameters, data storage, and auxiliary struc-
tures, ensuring a thorough evaluation. Except for the methods that
can only act on edge-level, we take node unlearning as the perspec-
tive of analysis. The results are presented in Table 7.

For clarity in the complexity analysis, we introduce a set of key
notations that will be used consistently throughout the discussion.
To ensure a uniform evaluation of complexity, we consider GCN
as the backbone model, with the number of layers denoted by L.
In terms of the dataset, n represents the total number of nodes, m
refers to the number of edges, f is the feature dimension of the
nodes, and d denotes the average degree of the nodes. The number
of classes is denoted by ¢, while u signifies the number of unlearning
requests, representing the nodes, edges or features to be deleted
during the unlearning process. Since part of the methods involve
sampling, we define the number of samples as n;.

For Partition-based methods, the parameter k represents the
number of shards, and ¢ denotes the number of iterations required



Table 7: Algorithm complexity analysis for existing prevalent GU studies.

Method ‘ Preprocessing Training Unlearning Inference Memory
GUIDE O(ktn?+kctn) O(Lfn/k+Lf%n) O(LK’ fn¥/k?+Lkf?n/k) O(Lfm+Lf?n+Lifn) O(n?/k?+Lfn+kn)
GraphEraser O(kdtn+ktnlog(kn)) O(Lfn/k+Lf%n) O(LK'fn? [K*+Lkf?n/k) O(Lfm+Lf?n+Lnsf/k+Lnsf?)  O(n*/k*+Lfn+kn)
GraphRevoker O(k(d + c)n) O(Lfn/k+Lf%n) O(LK'fn?/k*>+Lkf?n/k) O(Lfm+Lf?n+kf%ns) O(n¥/k*+Lfn+kn)
GIF - O(Lfm+Lf?n) 0(n|6)) O(Lfm+Lf?n) o(9)
CGU - O(Lfm+f?n) O((Lmf+f?n)u) O(Lfm+f?n) O(m+f2+fn)
CEU - O(Lfm+Lf?n) O(t]0]+ul6]) O(Lfm+Lf?n) 0(|6))

GST - O(ZNopgd)  OW(p+IONZ, gi+1601°)u) 0(ZN,ypg?) O(pfn)
IDEA ; O(Lfm+Lfn) 0(n]6)) O(Lfm+Lfn) o(o))
ScaleGUN - O(Lfm+f2n) O(L2%d?u) O(Lfm+f2n) O(m+f2+fn)
SGU O(Bf%+Bns+f2u) O(Lfm+f?n) O(Lf?+Bnsf+(c+f)u) O(Lfm+f?n) O(Bfns+f?)
MEGU O(Lfm+Lf?n+d?u)  O(Lfm+Lf?n+d*u) O(d?cu) O(Lfm+Lf?n) O(Lfm+f?n)
GUKD O(Lfm+Lf?n) O(Lt fm+Lf?n) O(c(n—u)) O(Lfm+Lf?n) O(f%*+fn)
D2DGN O(Lfm+Lf?n) O(Lfm+Lf?n) O(c(n—u)) O(Lfm+Lf?n) O(f%+fn)
GNNDelete O(Lfm+Lf?n+d?u) O(Lfm+Lf?n) O(d?fu) O(Lfm+Lf?n) O(fu+d*fu)
Projector - O(Lfm+Lf?n) O(f?n+max{u’f?u}) O(Lfm+Lf?n) O(f%+fn)
Utu - O(Lfm+Lf?n) O(u) O(Lfm+Lf?n) O(m+Lfn)

by the algorithm. For the three methods considered, the funda-
mental approach is similar, leading to comparable time and space
complexities in both the training and unlearning phases. The prin-
cipal differences between these GU methods are manifested in the
partitioning and aggregation. In the partitioning phase, GUIDE and
GraphEraser depend on non-training algorithms, whereas GraphRe-
voker relies on constructing loss functions. During the aggregation
phase, GUIDE utilizes the pyramid match graph kernel, with com-
plexity O(Lyfn), where Ly is the number of layers in the kernel.

For IF-based methods, the unlearning process relies on influence
function, where the time and memory complexity are primarily de-
termined by the model parameters 6. These methods often optimize
by approximating the inverse of the Hessian matrix, which typically
requires a complexity of O(|6]%). In the case of GST, the initializa-
tion time is expressed as O(Zfio pg?), where N is the number of
graphs, g; denotes the node number in graph G;, and p corresponds
to O(ZIL:_O1 J!) determined by the J-ary scattering tree.

For Learning-based methods, the training phase typically in-
volves training the GNNs with the time complexity bounded by
O(Lfm + Lf?n). In the case of GUKD, an additional step is re-
quired to train a teacher model, which may differ in layer depth
from the target model. To account for this difference, we define the
layer count of the teacher model as L;. The memory complexity
of Learning-based GU methods varies depending on their specific
design and operations. For example, SGU leverages node influ-
ence maximization strategies, resulting in a memory complexity of
O(Bfns+f?), where B stands for the budget hyperparameter.

Based on the analysis, we conclude C5: To reduce time costs,
partition-based methods require optimization in partitioning, IF-based
methods need to minimize the computational overhead of Hessian
matrix calculations in specific GU scenarios, and learning-based ap-
proaches demand enhanced efficiency in the preprocessing [12, 81].

4.5 Practical Efficiency Analyses

In addressing Q5, we evaluated the time and memory overhead of
GU algorithms under a 10% node unlearning request on a range

of datasets, with a focus on the node classification. As depicted in
Figure 5, we selected four datasets of increasing scale, from the
small Cora dataset with thousands of nodes to the large-scale ogbn-
products dataset with millions of nodes, to ensure a fair compari-
son in terms of time cost and scalability. Partition-based methods
display substantial time overhead on account of partitioning, ag-
gregation, and shard training operations, whereas most IF-based
and Learning-based methods exhibit greater temporal efficiency.
On large-scale datasets like ogbn-products, only 6 GU methods
were able to run, with comparable performance, while others faced
challenges such as timeouts or memory overflows. Regarding mem-
ory usage in Figure 6, GUIDE consistently exhibits low memory
overhead across various datasets, while GraphFEraser (without vi-
sualization) incurs considerably higher costs, exceeding 4000MB
even on smallest dataset Actor. Notably, methods that are capable of
handling large datasets, such as ScaleGUN and SGU, maintain stable
memory consumption across all datasets, thereby demonstrating
their scalability.

Based on our analysis, we conclude C6: Existing GU methods
require further optimization to effectively reduce time and space over-
head, emphasizing the need for more efficient implementations in
both computation and memory usage [29, 67].

4.6 Impact of Unlearning Intensity

To address Q6, we conducted node unlearning experiments on Cora
and ogbn-arxiv and edge unlearning experiments on Citeseer and
Chameleon, employing various backbones for the node classifica-
tion task. The unlearning ratio was incrementally increased from
0 to 0.5, and the results are presented in Figure 7. The illustration
reveals a consistent downward trend in performance for all GU
methods as the unlearning ratio increases, indicating that higher
deletion intensities negatively impact prediction capabilities. No-
tably, methods such as Projector, GIF, and CEU exhibit greater
sensitivity to changes in certain datasets, while Learning-based
methods demonstrate a more gradual decline, highlighting their
robustness under higher unlearning intensities. However, we also
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Figure 6: Memory Usage Performance on Various Datasets.

observe that even with minimal deletion ratios, many methods
experience significant performance degradation during unlearning,
particularly on the Chameleon dataset. This suggests that current
GU algorithms need to take the deletion ratio into account to better
reduce the gap in predictive performance between the unlearned
and original model. Based on this analysis, we derive conclusion C7:
While most GU algorithms perform reasonably well across varying
unlearning intensities, there remains a critical need to enhance their
robustness across diverse datasets [77].

4.7 Robustness Analyses

To address Q7, we simulate more realistic noise and sparsity sce-
narios by introducing perturbations at both the label and feature
levels to comprehensively evaluate the robustness of existing GU
methods. For label noise, a certain proportion of training samples
are randomly assigned incorrect labels, while for feature noise,
Gaussian noise is injected based on the dimensionality of node
features. Sparsity is introduced by varying the proportion of train-
ing nodes and simulating partial feature absence. Given the large
number of GU methods, we select representative approaches for
analysis based on their categories, using the same settings as the
node-node experiments in Q1 and adopting SSGC as the backbone.
The results, presented in Figure 8, reveal that nearly all methods
experience a decline in predictive performance under the influence
of noise and sparsity, with label noise exerting the most pronounced
impact. Specifically, CGU and Projector exhibit a pattern of slow
initial degradation followed by a rapid decline, while other methods
demonstrate a steady and sharp drop. When the noise ratio reaches

0.8, the F1-score for all methods falls below 0.3. In contrast, the
impact of label sparsity is comparatively minor, with some meth-
ods even maintaining their original performance. Under feature
noise, GUKD experiences a significant performance drop, indicating
its limited resilience to feature perturbations. For feature sparsity,
methods like GIF, IDEA, and GraphRevoker show marked declines,
whereas GNNDelete surprisingly improves. These findings lead us
to conclude C8: Current GU methods exhibit insufficient robustness
to noise and sparsity, particularly in the presence of label noise, which
poses a significant challenge to enhancing the overall robustness of
GU approaches [54].

5 CONCLUSION AND FUTURE DIRECTIONS

In this paper, we first provide a comprehensive review of the cur-
rent advancements in the field of Graph Unlearning, highlighting
its practical applications and systematically categorizing existing
algorithms based on their technical characteristics. Building on this
foundation, we introduce OpenGU, the first unified and compre-
hensive benchmark for GU, which integrates 16 state-of-the-art
GU algorithms and 37 datasets across multiple domains. OpenGU
further extends the flexibility of GU algorithms, allowing seamless
combinations across three downstream tasks and three types of un-
learning requests. Using the standardized and fair evaluation frame-
work provided by OpenGU, we conduct extensive experiments to
assess the advancements of GU methods from the perspectives of
effectiveness, efficiency, and robustness. These experiments not
only reveal the notable breakthroughs in the field but also expose
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Figure 8: Performance under Different Noise and Sparsity Ratios at Label and Feature Levels.

critical limitations in existing approaches. To inspire further re-
search, we outline the major challenges currently faced by GU and
propose promising directions for future exploration.

Designing Generalized GU Frameworks for Diverse Tasks
(C1 and C2). While some existing methods demonstrate strong
predictive performance for specific tasks, their underlying princi-
ples often make it difficult to adapt to varying downstream tasks
and unlearning requests. Furthermore, the current design of un-
learning requests remains relatively simplistic, whereas real-world
applications often require handling mixed unlearning requests or
subgraph-level unlearning. Achieving consistently superior predic-
tive capabilities across such complex and varied scenarios remains
a considerable challenge. Therefore, developing more generalized
frameworks becomes imperative.

Unified Metrics for Evaluating Forgetting (C3 and C4). The
current methods for assessing the forgetting capability of GU ap-
proaches remain insufficient and leave significant gaps to be ad-
dressed. These methods are often tightly coupled with specific
unlearning requests and downstream tasks, making them less ef-
fective in handling diverse combinations of scenarios. Moreover,
determining whether the information targeted for removal has
been thoroughly unlearned from theoretical perspective remains a
critical yet underexplored challenge. Furthermore, GU algorithms
must strike a balance between reasoning and forgetting. Future re-
search should move beyond the current paradigm of independently
assessing these two aspects, striving instead for a unified metric

that evaluates models from an integrated perspective, ensuring a
comprehensive understanding of their capabilities.

Enhancing Algorithm Efficiency (C5 and C6). While theoreti-
cal analysis provides valuable insights, the practical performance
of current GU methods often falls short, especially when scaling to
large datasets with millions of nodes. These methods commonly en-
counter OOT or OOM issues. To enable GU’s effective deployment
in large-scale scenarios, algorithms must be optimized for both
efficiency and scalability, ensuring they can handle the demands of
real-world data while avoiding these performance bottlenecks.

Addressing Realistic Scenarios (C7 and C8). In practical ap-
plications, the presence of noise and incomplete datasets is an
unavoidable challenge. However, current GU algorithms lack suffi-
cient exploration and adaptation to such scenarios. Experimental
results highlight significant weaknesses when dealing with noise
and sparsity, particularly in terms of label and feature robustness.
Future research should aim to broaden the scope of investigation,
extending robustness analysis to encompass a wider range of real-
world challenges and data imperfections.

OpenGU embodies the collective efforts and expertise of the
current GU field, offering a comprehensive platform for research
and development. As we move forward, we will continue to ex-
pand and enhance OpenGU, strengthening its support for future
advancements in this area. Finally, we welcome feedback and en-
courage suggestions to refine our benchmark, further improving
its effectiveness and user experience.
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A OUTLINE

The appendix is organized as follows:
A.1 Dataset Details

A.2 Backbone Details

A.3 GU Method Details

A.4 Evaluation Metric Details

A.5 Attack Details

A.6 Experimental Setting Details

A.1 Dataset Details

In OpenGU, the selected datasets play a pivotal role in benchmark-
ing and evaluating the performance of GU methods under a range
of realistic and challenging conditions. These datasets, chosen for
their diversity in structure and application domain, enable a com-
prehensive analysis of the methods’ effectiveness, efficiency, and
robustness. By capturing various graph characteristics, they pro-
vide an essential foundation for assessing unlearning strategies
and comparing their adaptability across different scenarios. The
following section provides a detailed overview of each dataset:

Cora, CiteSeer, and PubMed [84] are among the most widely
utilized citation network datasets in the GU field. In these datasets,
nodes represent research papers, and edges indicate citation re-
lationships between them. Each node is characterized by a bag-
of-words feature vector and is uniquely associated with a specific
category. These datasets are frequently employed for tasks such as
node classification, providing a reliable basis for evaluating model
performance across citation networks.

DBLP [87], derived from the extensive DBLP Computer Science
Bibliography, offers a unique view into academic collaboration by
modeling a co-authorship network. In this dataset, nodes represent
individual authors, and edges indicate co-authored publications,
capturing dynamic, multi-disciplinary research networks. Each
node is labeled according to research domains, enabling robust
experiments in node classification, clustering, and link prediction.

ogbn-arxiv [34] is a comprehensive academic graph derived
from the Microsoft Academic Graph (MAG) [71], designed to facil-
itate machine learning tasks on graph data. It represents a paper
citation network of arXiv papers, capturing the scholarly commu-
nication and influence within the field of computer science. The
graph structure of ogbn-arxiv is characterized by nodes represent-
ing scientific papers and edges representing citations between them,
reflecting the academic referencing relationships. It offers a chal-
lenging and realistic testbed for the development and evaluation of
GNNs and other machine learning models on graph data.

CS and Physics [60] are co-authorship graphs derived from the
Microsoft Academic Graph, specifically designed for node classifica-
tion tasks. These datasets represent academic collaborations where
nodes correspond to authors and edges indicate co-authorship on
papers. In both datasets, node features are represented by paper
keywords associated with each author’s publications and class la-
bels denote the most active fields of study for each author, providing
a rich semantic profile for classification purposes.

Flickr [88] encapsulates the structure and properties of online
images, with each node representing an individual image. The
dataset is characterized by its rich feature set, where nodes are
described by a comprehensive set of features extracted from image

metadata, such as comments, likes, and group affiliations. Edges
in the Flickr dataset signify connections between images, which
are based on shared attributes or interactions. The Flickr dataset
stands as a significant resource for researchers and practitioners in
the field of graph neural networks.

Photo and Computers [60] datasets are derived from the Ama-
zon co-purchase graph, representing the relationships between
products frequently bought together. Nodes in these datasets sym-
bolize individual products, while edges indicate co-purchase fre-
quency, reflecting the market dynamics and consumer behavior
on Amazon’s e-commerce platform. The Photo dataset focuses on
photographic equipment, while the Computers dataset centers on
computer-related products, providing a nuanced view into con-
sumer purchasing patterns within these specific domains.

ogbn-products [34] dataset, part of the Open Graph Benchmark
(OGB), is an extensive co-purchasing network that captures the
intricate relationships between products. Nodes in this dataset sym-
bolize products and edges indicate that two products are frequently
bought together. Node features are extracted from product descrip-
tions, transformed into a bag-of-words representation. This dataset
is renowned for its large scale and complex structure, which makes
it an exemplary testbed for large-scale graph learning applications.
It serves as a critical benchmark for assessing the scalability and
effectiveness of graph algorithms, providing a realistic challenge for
models to handle vast amounts of data and intricate connections.

Chameleon and Squirrel [52] datasets, sourced from Wikipedia,
represent webpage networks where nodes correspond to individual
pages and edges indicate mutual links. Each node’s features are
derived from webpage content, capturing unique structural charac-
teristics specific to each network. These datasets are particularly
valuable for evaluating heterophilic graph learning methods, as
nodes with similar labels are less densely connected, challenging
traditional GNNs and encouraging the development of models that
effectively handle low homophily settings.

Actor [52] dataset represents a actor network within the film
industry, where each node corresponds to an actor and edges repre-
sent co-appearances in the same movie. Each node is characterized
by features based on personal and professional attributes, providing
a basis for relational insights. The dataset’s structure, with nodes
labeled based on actor roles or genres, is well-suited for evaluating
algorithms in low-homophily settings, challenging GNNs to accu-
rately classify nodes when similar labels are sparsely connected.

Minesweeper [53] dataset, sourced from an online gaming plat-
form, models interactions within the Minesweeper game environ-
ment. In this graph, each node represents a player, and edges denote
collaborations or competitions between players during gameplay
sessions. Node features are derived from player statistics and game-
play metrics, providing a comprehensive view of user behavior
patterns. This dataset is valuable for analyzing patterns in social
connectivity and behavior, making it useful for assessing unlearning
strategies in dynamic, interaction-driven networks.

Tolokers [53] dataset, drawn from a crowdsourcing platform
[44], represents worker interactions within collaborative tasks.
Nodes correspond to individual workers, with edges indicating
collaborations on shared tasks. The dataset captures complex rela-
tionships, as it aims to predict which workers may face restrictions
or bans based on past activities.



Roman-empire [53] dataset is a dependency graph from the
Roman Empire Wikipedia article [40], with nodes as words and
edges as dependencies or word adjacencies. It is used for node clas-
sification based on syntactic roles, offering insights into language
structure and word relationships within a historical text.

Amazon-ratings [53] dataset captures user interactions with
products on Amazon, forming a graph where nodes are items and
edges represent user ratings. This dataset is instrumental for tasks
like predicting user preferences and understanding product affini-
ties, offering a real-world testbed for GNNs to operate at scale.

Questions [53] dataset represents interactions within a commu-
nity Q&A platform, where nodes correspond to users and edges
indicate interactions such as asking, answering, or commenting on
questions. This dataset reflects user engagement and information
exchange patterns, making it suitable for evaluating algorithms
focused on social dynamics and collaborative learning. Its struc-
ture provides valuable insights into the spread of information and
influence within online communities.

MUTAG [23] is a chemical compounds dataset focusing on the
mutagenicity of molecules, where each graph represents a molecule
and the nodes represent atoms. The task is to predict whether the
molecule is mutagenic or not. The dataset consists of 188 graphs
with 7 distinct classes, making it a benchmark for graph classifica-
tion in the field of cheminformatics.

PTC-MR [33] is a dataset used for mutagenic toxicity prediction,
where each graph represents a chemical compound, and the nodes
correspond to atoms. The task is to predict whether a compound
is mutagenic based on its chemical structure. With 344 graphs, it
includes two distinct classes and is commonly used for evaluating
GNN s in bioinformatics applications.

BZR [64] dataset contains chemical compounds, where each
molecule is represented as a graph, with nodes representing atoms
and edges representing bonds. The classification task is to determine
whether a compound can act as a potent estrogen receptor binder.
It includes 405 graphs, with active and inactive classes.

COX2 [64] is a dataset related to the inhibition of the COX-2
enzyme, an important target for anti-inflammatory drugs. It consists
of chemical compounds where the nodes represent atoms and the
edges represent bonds. The task is to predict whether a compound
inhibits COX-2 or not. The dataset includes 467 graphs and is used
for evaluating graph neural networks in drug discovery.

DHEFR [64] is a dataset of 1,634 chemical compounds used to
predict inhibition of the dihydrofolate reductase (DHFR) enzyme, a
target for antimicrobial drugs. The dataset is significant for its ap-
plication in drug design, where GNNs are used to model molecular
structures and predict bioactivity. The task is binary classification
(inhibitor or non-inhibitor), making it a valuable benchmark in
computational biology.

AIDS [58] dataset, which contains 2,000 chemical compounds,
is used to predict the activity of these compounds against the HIV
virus. It is a key dataset in drug discovery, particularly for anti-HIV
drug. Each molecule is represented as a graph where nodes are
atoms and edges are bonds. The binary classification task helps
evaluate GNNs in pharmaceutical research and HIV treatment.

NCI1 [69] dataset consists of 4,110 chemical compounds and is
used for cancer cell line screening. Each graph represents a mol-
ecule, and the task is to classify whether a compound is active

or inactive against cancer cells. It is one of the largest datasets in
molecular graph classification, playing a significant role in drug dis-
covery, particularly in identifying potential anticancer compounds.

ogbg-molhiv [34] dataset, part of the Open Graph Benchmark
(OGB), consists of 41,127 graphs representing chemical compounds.
The goal is to predict whether a compound inhibits HIV. This large-
scale dataset is important for advancing GNNs in drug discovery,
providing a real-world application in the search for anti-HIV drugs.
It is valuable due to its scale and complexity in bioinformatics.

ogbg-molpcba [34] dataset is another graph dataset from the
Open Graph Benchmark (OGB) focused on predicting the biological
activity of compounds across multiple targets. With over 437,000
compounds, this dataset presents a multi-label classification task,
where each compound can have multiple activity labels. It is impor-
tant for developing models capable of handling large-scale, multi-
label classification tasks in cheminformatics.

ENZYMES [11] dataset is used for enzyme classification, where
each graph represents a protein, and the task is to predict the
enzyme class to which it belongs. The dataset contains 600 graphs
and is significant for understanding protein structures and functions
in computational biology. It provides a benchmark for GNNs in
biological and biomedical applications, particularly for enzyme
function prediction.

DD [25] dataset consists of 1,178 protein-protein interaction
graphs, where nodes represent proteins and edges denote interac-
tions between them. The task is binary classification, determining
whether two proteins interact. This dataset is important in the
study of biological systems, particularly in understanding cellular
processes and identifying potential therapeutic targets.

PROTEINS [32] dataset contains 1,113 graphs, each represent-
ing a protein, with nodes corresponding to amino acids and edges
indicating spatial proximity. The classification task is to distinguish
between enzymes and non-enzymes. This dataset is significant for
studying protein structure and function, which is fundamental in
drug discovery and molecular biology.

ogbg-ppa [34] dataset, from the Open Graph Benchmark (OGB),
includes 158,100 graphs representing pairs of proteins and their
potential interactions. The task is binary classification to predict
whether a pair of proteins interacts. It is particularly valuable for
exploring protein interaction prediction, which plays a critical role
in understanding biological networks and disease mechanisms.

IMDB-BINARY [82] dataset consists of 1,000 graphs, each rep-
resenting a movie and the relationships between users and movies.
The task is to predict whether a movie belongs to a specific genre
based on interactions. This dataset is relevant for applications in
social network analysis and movie recommendation systems.

IMDB-MULTI [82] dataset, derived from IMDB, includes 1,500
graphs, where each graph represents a movie and contains co-
occurrence relationships between users and movies. The task is to
predict multiple genres for each movie. It is important for multi-
label classification tasks in social network analysis and content-
based recommendation systems.

COLLAB [39] dataset contains 5,000 graphs, each representing a
scientific collaboration network, where nodes represent researchers
and edges represent co-authorships. The classification task involves
predicting the research domain of a collaboration network. This



dataset is valuable for studying academic collaboration patterns
and community detection in social networks.

ShapeNet [85] dataset is a large-scale collection of 3D models
representing various object categories, including chairs, tables, and
airplanes. Each object is represented as a graph where nodes corre-
spond to geometric features, and edges define spatial relationships.
The task is to classify objects into categories, making it important
for 3D shape recognition and computer vision applications.

MNISTSuperPixels [49] dataset is a graph-based version of
the famous MNIST digit classification dataset, where each digit is
represented as a graph of superpixels. The task is to classify the
digits (0-9) based on the graph structure. It is useful for exploring
how graph-based models can be applied to image classification
tasks, particularly in the context of digit recognition.

A.2 Backbone Details

In this section, we provide an in-depth overview of the GNNs
utilized within OpenGU. These foundational architectures play
a critical role in implementing and benchmarking GU strategies,
as they offer diverse structures and mechanisms that impact the
model’s effectiveness, efficiency, and adaptability. By detailing each
backbone, we aim to give readers a clearer understanding of the
underlying model choices and their relevance to unlearning process.

GCN [36] is a foundational GNN model that effectively captures
graph structure by recursively aggregating feature information
from neighboring nodes through a first-order approximation of
spectral convolutions. GCN achieves strong performance in tasks
such as semi-supervised node classification, link prediction, and
community detection.

GCNII [13] is an extension of GCN that improves expressiveness
by incorporating higher-order graph convolutions while avoiding
over-smoothing. It introduces a novel initialization and an implicit
regularization mechanism, making it robust for deep graph net-
works. GCNII excels in tasks involving large and sparse graphs,
such as semi-supervised node classification and graph regression,
while maintaining stability in deep models.

LightGCN [31] is a light-weight GNN model optimized for
collaborative filtering tasks, specifically in recommender systems.
Unlike traditional GCNS, it simplifies the convolution operation
by removing unnecessary transformations and focusing solely on
neighborhood aggregation. LightGCN delivers state-of-the-art per-
formance in tasks such as link prediction and recommendation
while maintaining computational efficiency.

GAT [68] enhances traditional GNNs by introducing attention
mechanisms to weigh the importance of neighboring nodes when
aggregating features. This attention-driven approach makes GAT
especially effective in graphs with complex node relationships,
offering a robust solution for node classification and link prediction.

GATv2 [8] is an enhanced version of the Graph Attention Net-
work (GAT) that improves the flexibility and expressiveness of
attention mechanisms. GATv2 introduces a more generalized atten-
tion mechanism, allowing for better handling of noisy graph data
and fine-grained aggregation of neighborhood information. It has
shown superior performance in node classification and graph clas-

sification tasks, especially for graphs with heterogeneous features.
GIN [80] is designed to capture structural distinctions in graphs

with maximal expressive power. By applying a sum aggregator

followed by a multi-layer perceptron, GIN achieves injective map-
ping of neighborhood features, allowing it to differentiate between
complex graph structures more effectively than other models.

GraphSAGE [30] is a powerful framework that generalizes
GNNs by learning node embeddings through sampling and ag-
gregating features from a fixed-size neighborhood. Unlike tradi-
tional GNNs, which require access to the entire graph, GraphSAGE
supports efficient inductive learning by training on sampled node
neighborhoods, enabling it to scale effectively to large graphs and
adapt to unseen nodes in dynamic environments.

GraphSAINT [88] is a scalable GNN model designed to handle
large-scale graphs by employing efficient sampling methods. It com-
bines graph sampling with mini-batch training, allowing the model
to operate on subgraphs rather than the entire graph, which greatly
improves training efficiency. GraphSAINT achieves competitive
performance in node classification and graph classification tasks,
particularly for large graphs with millions of nodes.

Cluster-gen [17] is a GNN model designed to handle graph
clustering tasks by exploiting node-level similarity structures. It
divides the graph into multiple subclusters and performs learning
on these subgraph clusters to improve performance and scalability.
Cluster-gen has been demonstrated to achieve high accuracy in
clustering-based tasks while maintaining computational efficiency
in large-scale graphs.

SGC [74] is a streamlined variant of GCN that removes non-
linearity between layers, significantly reducing computational com-
plexity. By collapsing multiple layers into a single linear transfor-
mation, SGC preserves essential neighborhood information while
enhancing scalability, making it particularly suitable for large-scale
node classification tasks.

SSGC [93] extends the SGC model by incorporating self-supervised
learning through contrastive loss, enabling more robust representa-
tion learning. This method preserves the efficient linear architecture
of SGC while enhancing node embeddings by contrasting positive
and negative samples, capturing meaningful graph structures.

SIGN [28] is designed for large-scale graphs, leveraging a pre-
computation strategy to improve efficiency. It processes multiple
hops of neighborhood information independently, storing them as
separate feature channels. By avoiding recursive message passing
during training, SIGN achieves scalability and faster computation,
making it well-suited for tasks on massive graph datasets.

APPNP [37] introduces a novel approximation of personalized
PageRank, combining random walk-based methods with graph
neural networks. APPNP performs graph-based label propagation
with high efficiency, significantly improving node classification
performance, particularly in semi-supervised learning settings. The
model’s robustness to noisy graphs and its ability to propagate
information over distant nodes makes it a powerful tool for graph-
based recommendation systems.

A.3 GU Method Details

In the context of GU, a range of specialized methods has been
developed to address the challenges of selectively forgetting specific
nodes, edges, or features in a trained model while preserving the
integrity of the remaining graph information. These methods aim
to balance effectiveness in unlearning with model efficiency and



robustness, ensuring minimal impact on predictive performance
for retained data. Below, we provide a detailed overview of these
approaches, highlighting their mechanisms and contributions to
advancing GU capabilities.

GraphEraser [15] is a GU method designed to efficiently remove
specific nodes or edges from a trained GNN model. By utilizing
two novel graph partition algorithms and a learning-based aggrega-
tion method, GraphEraser identifies and updates only the relevant
substructures, enabling precise removal while minimizing compu-
tational overhead.

GUIDE [70] is an inductive GU framework designed to address
the limitations of traditional transductive unlearning approaches
like GraphEraser. GUIDE incorporates a balanced graph partition-
ing mechanism, efficient subgraph repair, and similarity-based ag-
gregation to ensure effective unlearning while maintaining com-
putational efficiency. This approach enables unlearning with low
partition costs, preserving model adaptability in inductive graph
learning tasks.

GraphRevoker [89] addresses the challenge of GU by balanc-
ing efficient unlearning with high model utility. Unlike traditional
methods that may fragment essential information during partition-
ing, GraphRevoker employs property-aware sharding, preserving
key structural and attribute information. For final predictions, it
integrates sub-GNN models through a contrastive aggregation tech-
nique, ensuring coherent model utility while unlearning data.

GIF [75] innovatively tackles GU by leveraging a tailored in-
fluence function, enhancing both efficiency and precision in un-
learning processes. GIF redefines influence to address dependencies
among neighboring nodes by introducing a specialized loss term
that accounts for structural interactions, which traditional influ-
ence functions overlook. This model-agnostic approach enables
GIF to estimate parameter adjustments in response to small data
perturbations, providing a closed-form solution that facilitates un-
derstanding of the unlearning mechanics.

ScaleGUN [86] is a scalable framework for certified GU, address-
ing the inefficiency of traditional methods by integrating approx-
imate graph propagation techniques. It ensures certified guaran-
tees for node feature, edge, and node unlearning scenarios while
maintaining bounded model error on embeddings. By balancing
efficiency and accuracy, ScaleGUN extends certified unlearning to
large-scale graphs without compromising privacy guarantees.

CGU [18] offers the first approximate GU approach with theo-
retical guarantees, designed to manage varied unlearning requests.
CGU emphasizes precise handling of feature mixing during prop-
agation, particularly within SGC. This enables CGU to efficiently
balance privacy, complexity, and performance, achieving rapid un-
learning with minimal accuracy loss.

CEU [76] introduces an efficient solution for edge unlearning in
GNNs by bypassing the high costs of full retraining. CEU uniquely
leverages a single-step parameter update on the pre-trained model,
effectively erasing edge influence while preserving model integrity.
The CEU framework also offers theoretical guarantees under convex
loss conditions, achieving notable speedup with model accuracy
nearly on par with complete retraining.

GST [50] offers an innovative approach to GU by leveraging its
efficient, stable, and provably resilient framework under feature or

topology perturbations. Unlike traditional GNN retraining, GST-
based unlearning introduces a nonlinear approximation mechanism
that achieves competitive graph classification performance, making
GST an advantageous method for privacy-sensitive applications
demanding efficient unlearning without sacrificing performance.

IDEA [26] represents an outstanding framework in the realm of
GU, addressing the critical need for flexible and certified unlearning.
It pioneers an approach that accommodates a variety of unlearning
requests, transcending the limitations of specialized GNN designs or
objectives. IDEA’s flexibility is underscored by its ability to provide
theoretical guarantees for information removal across diverse GNN
architectures, setting a new standard for privacy protection.

GNNDelete [16] addresses key challenges in GU by introduc-
ing a model-agnostic, layer-wise operator that effectively removes
graph elements. Its core mechanisms, Deleted Edge Consistency and
Neighborhood Influence, ensure that deleted edges and nodes are
fully excluded from model representations without compromising
the influence of neighboring nodes.

MEGU [43] introduces a pioneering mutual evolution approach
for GU, where prediction accuracy and unlearning effectiveness
evolve synergistically within a single training framework. MEGU’s
adaptability enables precise unlearning at the feature, node, and
edge levels, showing strong superiority in the field of GU.

SGU [] is a pioneering approach that addresses the challenges
of gradient-driven node entanglement and scalability in GU. By
integrating Node Influence Maximization, SGU identifies the highly
influenced nodes through a decoupled influence propagation model,
offering a scalable and plug-and-play solution.

D2DGN [61] revolutionizes GU through knowledge distillation.
It adeptly addresses the complexities of removing specific elements
from GNNs by dividing and marking graph knowledge for retention
and deletion. D2DGN stands out for its efficiency, effectively elimi-
nating the influence of deleted elements while preserving retained
knowledge, and its superior performance in both edge and node
unlearning tasks across real-world datasets.

GUKD [91] harnesses the power of knowledge distillation, emerg-
ing as an innovative solution for class unlearning in GNN. It dis-
tinctively pairs a deep GNN model with a shallow student network,
facilitating the transfer of retained knowledge and enabling tar-
geted forgetting. GUKD stands out with its exceptional performance,
thereby setting a new benchmark for efficient and effective GU.

UtU [65] represents a paradigm shift in edge unlearning for
GNN:s, offering a streamlined solution that eschews the pitfalls
of over-forgetting associated with traditional methods. This in-
novative technique simplifies the unlearning process by directly
unlinking specified edges from the graph. UtU’s elegance lies in its
ability to safeguard privacy with minimal computational overhead,
aligning closely with the performance of a freshly retrained model
while ensuring the integrity of the remaining graph structure.

Projector [21] stands out by projecting the pre-trained model’s
weight parameters onto a subspace unrelated to the features of
unlearning nodes, effectively bypassing node dependency issues.
This method ensures a perfect data removal, where the unlearned
model parameters are devoid of any information concerning the
unlearned nodes, a guarantee inherent in its algorithmic design.



A.4 Evaluation Metric Details

Our OpenGU includes three downstream tasks in total: node clas-
sification, link prediction, and graph classification. These three
downstream tasks are evaluated using F1-score, ROC-AUC, and
accuracy Acc, respectively.

F1-score, a metric used to evaluate classification problems, is
the harmonic mean of precision and recall. In node classification
tasks, there may be an imbalance in categories, that is, the number
of samples in some categories is much larger than that in other
categories. In this case, using accuracy alone may lead to misjudg-
ment of model performance. F1-score can more comprehensively
reflect the performance of the model in each category by consid-
ering both precision and recall, especially when dealing with data
with imbalanced categories.

ROC-AUC, the area under the ROC curve, is used to evaluate
the performance of a classification model. AUC values range from
0 to 1, with larger values indicating better performance. In link
prediction tasks, the AUC value measures the model’s ability to
predict whether there is a link between node pairs. A higher AUC
value indicates that the model is more effective in distinguishing
nodes that actually have links from node pairs that do not.

Accuracy, one of the basic indicators for measuring model per-
formance. In graph classification tasks, accuracy is the most intu-
itive evaluation indicator and is easy to understand and calculate.

Precision, a crucial indicator for model performance assessment.
In some tasks, it shows the proportion of correctly predicted positive
instances among all predicted positives. It is a significant metric
that helps to understand the exactness of the model’s predictions.

A.5 Attack Details

We implemented two attack strategies, Membership Inference At-
tack and Poison Attack, and evaluated them respectively.

Membership Inference Attack, a privacy attack technique
against machine learning models in which the attacker attempts
to determine whether a specific data record was previously used
to train the machine learning model. We use Membership Infer-
ence Attack to gauge the efficacy of unlearning by quantifying the
probability ratio of unlearned part presence before and after the
unlearning process.

Poisoning Attack, a security threat against machine learning
models. Its main purpose is to disrupt the model training process by
contaminating the training data during the model training phase.
Add heterogeneous edges to the original data as negative samples,
and judge the quality of the forgetting effect by comparing the
effects of the model before and after forgetting the heterogeneous
edges.

A.6 Experimental Setting Details

All experiments were conducted on a system equipped with an
NVIDIA A100 80GB PCIe GPU and an Intel(R) Xeon(R) Gold 6240
CPU @ 2.60GHz, with CUDA Version 12.4 enabled. The software
environment was set up with Python 3.8.0 and PyTorch 2.2.0 to en-
sure optimal compatibility and performance for all GU algorithms.
Additionally, hyperparameters for each GU algorithm were config-
ured based on conclusions drawn from prior research to provide
consistent and reliable results.
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